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ABSTRACT
The limitations of stereo display systems affect depth per-
ception, e.g., due to the vergence-accommodation conflict
or diplopia. We performed three studies to understand how
stereo display deficiencies impact 3D pointing for targets in
front of a screen and close to the user, i.e., in peripersonal
space. Our first two experiments compare movements with
and without a change in visual depth for virtual respectively
physical targets. Results indicate that selecting targets along
the depth axis is slower and has less throughput for virtual
targets, while physical pointing demonstrates the opposite
result. We then propose a new 3D extension for Fitts’ law
that models the effect of stereo display deficiencies. Next,
our third experiment verifies the model and measures more
broadly how the change in visual depth between targets
affects pointing performance in peripersonal space and con-
firms significant effects on time and throughput. Finally, we
discuss implications for 3D user interface design.
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•Human-centered computing→Human computer in-
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1 INTRODUCTION
With the broad availability of 3D displays as well as cheaper
virtual reality (VR) and augmented reality (AR) devices, ap-
plications increasingly allow users to directly manipulate
virtual 3D objects [33, 41], as such interaction is easy to use
and requires little training [9]. Examples include using a con-
troller to select an option in a floating menu or to pick up 3D
objects in a virtual environment (VE) with their virtual hand.
Most such systems use stereo display, i.e., show two different
images to the users’ eyes from viewpoints that correspond
to the eye positions in a human head, to enable better spatial
perception. Current stereo displays do not render spatial
cues perfectly. For objects in peripersonal space, the human
vision system can face depth perception issues, e.g., such as
the vergence-accommodation conflict [25], diplopia [11], age-
related near field vision problems [63] and personal stereo
deficiencies. Little previous work has studied if stereo display
deficiencies affect 3D pointing within arms’ reach. If people
cannot perceive depth accurately, they might face difficulties
pointing to targets, as they may not be able to judge quickly
if the cursor is where the target is.
Here, we focus only on virtual hand/wand pointing, i.e.,

selection of 3D targets within arms’ reach, and ignore ray-
based 3D pointing techniques [4, 9]. Our primary goal is to
investigate how 2D Fitts’ law [18, 19], could be extended
to 3D model selection with current stereo display systems.
Fitts’ law predicts the movement time (MT) for how quickly
people can point to a target on a screen:

MT = a + b ∗ loд2(D/W + 1) = a + b ∗ ID (1)

Where D andW are the target distance respectively size,
while a and b are empirically derived via linear regression,
the logarithmic term in Fitts’ law is known as the index of
difficulty (ID) and indicates the overall pointing task diffi-
culty. We hypothesize that stereo display deficiencies affect
selection more with an increasing change of visual depth be-
tween targets, due to the associated depth perception issues.
Thus, movements directly towards or away from the viewer
should have worse performance than lateral, i.e., side-to-
side movements. Previously proposed 3D selection models
[13, 42] ignore the effect of visual depth changes. A 3D Fitts’
law formulation that captures the effect of common stereo
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display shortcomings for interaction within arms’ reach will
aid user interface designers to create 3D user interfaces with
better performance and improve user experience.
As with real-world reaching movements, all targets in

peripersonal space, up to 70 cm from the user, require users
to accurately estimate target depth for a successful selection.
Our first two experiments involve only four different move-
ment directions, two with a pronounced change in visual
depth and two without. The first study investigates these
movements in a stereo display system, and the second in
a real-world setting. Based on a comparison of the results
of both studies, we propose a new model for 3D pointing
that depends on the depth change between targets. Our third
study looks at a bigger range of movement directions and is
used to verify the new model.

Through modelling how stereo display deficiencies affect
performance our work extends previous work on ray-based
pointing [59] to virtual hand techniques. We also extend the
work by Lin and Woldegiorgis [35], as we compare the differ-
ences between physical and virtual targeting, by analyzing
pure depth motions in isolation, and by modelling how the
change in visual depth between targets affects performance
in peripersonal space. Our contributions are:

• A comparison between virtual 3D target selections
with the same or different visual depths in periper-
sonal space in a stereo display system. We show that
movements with a change in visual depth suffer in
time and throughput.

• A comparison of selecting physical objects with the
same or different visual depths in peripersonal space.
We show that lateral movements suffer regarding time
and throughput. For the subset of conditions matching
experiment 1, we identify that users are faster and
exhibit higher throughout with physical targets.

• A new 3D Fitts’ lawmodel for 3D selection with virtual
hands techniques that takes the effect of stereo display
deficiencies into account.

• A study of targeting performance for 3D objects in
peripersonal space with varying visual depth between
targets. We identify that the predictive power of our
new model surpasses previous ones.

• Recommendations for 3D user interface design.

2 MOTIVATION & HYPOTHESES
Eye-hand coordination research has found that vision im-
pairments can affect visually guided motions [17] and that
human lateral target discrimination is better than depth dis-
crimination [60]. Thus, our goal is to identify if and how
stereo display deficiencies affect pointing performance. We
also aim to extend Fitts’ law to stereo 3D displays. Previ-
ous work indicated that, compared with physical targeting,

stereo displays affect both distance perception [34, 51] and
pointing performance with ray-casting [20, 35] negatively.
No existing model predicts how such deficiencies affect tar-
get selection with the hand/wand, i.e., direct 3D interaction,
with stereo displays. Modelling this effect is important be-
cause stereo display systems are frequently used to display
3D scenes and are central to many VR and AR applications
[27, 41, 45]. Most interactions in such systems let users di-
rectly interact with 3D objects. Thus, a better understanding
and a model of how stereo displays affects 3D selection are
needed.

H1 - The effect of a change in visual depth on
selection
We hypothesize that a change in depth between targets neg-
atively impacts selection performance in peripersonal space.
Based on our hypothesis, we expect that pointing tasks with
targets at different visual depths will exhibit different move-
ment times and throughput than targets at the same visual
depth. Standard Fitts’ law depends only on D and W and
does not include a dependency on visual depth. This hypoth-
esis is motivated by the previous work discussed above and
especially that such an effect was identified for ray-based
pointing [59]. Compared to ray-based pointing, virtual hand
selection has a bigger dependency on eye-hand coordina-
tion, as the user needs to place their hand within the object,
simulating real-world interaction [8, 50].

H2 - The effect of stereo deficiencies on target
selection
Previous work has shown that eye-hand coordination in
stereo displays is affected by the target plane location [38, 60].
As we believe that the deficiencies of stereo displays affect 3D
pointing performance negatively, we thus also hypothesize
that the difference between physical and virtual targeting
will increase with a change in visual depth. We expect that
the difference between physical lateral and depthmovements
to be smaller than for virtual ones.

Model for the effect of stereo display deficiencies on
pointing
We aim to predict the effect of depth depiction deficiencies
of stereo displays on 3D pointing, i.e., how a change of vi-
sual depth between targets affects pointing time. We model
this through an additional parameter in Fitts’ law that de-
pends on the change of target distance. Our motivation for
an additional parameter is the asymmetry of human vision
regarding acuity. With typical values for depth acuity, depth
discrimination varies between 0.2 and 1 mm at distances
between 30 and 70 cm, but visual/lateral acuity is smaller,
e.g., 0.15 mm at 50 cm. This difference alone motivates the
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addition of a different, depth-change-dependent term for a
3D pointing model.

3 RELATEDWORK
Virtual hand/wand techniques for 3D selection have been
widely explored [7, 11, 48]. Such techniques require the user
to intersect the target with their hand or wand and apply
only to targets that are within arms’ reach (in peripersonal
space) and outside the screen (for screen-based systems). To
successfully select a target at such relatively close distances,
users need to accurately perceive the position of the target
and then move their hand there. We first review relevant
work on depth perception and then hand movements.

Depth Perception in Peri-personal Space in VR
In their review, Kenyon and Ellis [30] examine depth per-
ception limitations in VEs. They identified that visual acu-
ity and display resolution should match to provide a faith-
ful image and that (visible) depth quantization should be
avoided. Renner et al. [51] also reviewed previous work on
human depth perception in VEs and identified a mean under-
estimation, 74% of the actual distance. This difference was
independent of the VR display system but could be a con-
sequence of each individuals’ vision system [24] and age
[63]. Nonpictorial depth perception at distances less than 2
m is mostly based on stereopsis, motion parallax, and conver-
gence and accommodation [10, 16, 47, 51]. Vergence is the
simultaneous rotational movement of the eyes when there
is a change of the target distance, while accommodation is
the change in the (eye) lens curvature to focus on objects
at various distances [51]. For physical targets, vergence and
accommodation are coupled.
Hong and Kang [26] investigated stereoscopic fusion for

objects at different visual depths, i.e., distances from the
screen. They found that for close locations, the view direc-
tion of both eyes intersects outside the range of the depth-
of-field, which affects accommodation. This effect implies
potential fatigue due to a vergence-accommodation conflict.
Suryakumar et al. [56] identified that the vergence angle
affects vergence time. When vergence and focal distances
differ, perceived depth is less accurate [26, 30]. Hoffman et
al. [25] also established that differences between the focal
and the vergence distance could reduce stereo-acuity and
cause visual fatigue.

Multiple studies established that depth cue conflicts affect
depth perception [6, 30, 46, 48]. Specifically, in stereo display
systems, the eyes need to focus on the display at a fixed
distance, whereas in the real world they need to (con)verge at
different distances to correctly perceive visual depth. Swan et
al. [57] examined how humans perceive and estimate target
depth in VEs in comparison to physical ones, and found that
users overestimate distances in AR. They attributed this to

the eye vergence angle. The specific distance cues that cause
this effect have not been identified [34].

3D Pointing in Stereo Display Systems
Moving the hand or input device to the position of a 3D target
is called 3D pointing. 3D selection then involves clicking a
button to select said target. Previous work [34, 40] found
that stereo displays are beneficial for depth-related tasks in
the near-field. However, compared to the real world, distance
perception is compressed in a stereoscopic view.

Depth cue conflicts affect pointing performance with vir-
tual ray techniques [31, 32, 58]. Teather and Stuerzlinger
[58] showed that varying target depth affects performance.
Janzen et al. [29] found that performance for target depths
between 110 and 330 cm is affected and identified an effect of
the user’s distance to the screen. Lin and Woldegiorgis [35]
studied the effect of depth cue conflicts on virtual hand point-
ing and found that overestimation decreased with distance
from the user. Still, they studied only distances beyond 65
cm, i.e., outside peripersonal space. Barrera and Stuerzlinger
[5] found that lateral and depth movements were different
when selecting nearby targets but they did not compare their
results with physical pointing.
In eye-hand coordination research, Tramper and Gielen

[60] investigated coordination differences in the frontal and
depth planes for tracking and tracing tasks. For example, for
tracking gaze leads finger position in the frontal plane but
lags behind the finger in the depth plane. They found that
the different lead times reflect differences in the dynamics
of visuomotor control between coupled eye movements in
the same lateral direction and opposite eye movements for
depth accommodation.
Previous work has also studied the biomechanics of 3D

pointing. The plane of shoulder exertion affects the muscles
used [3, 39, 55]. Others [43, 52] observed that hand move-
ments that cross the vertical midline of the body are more
complex than those that do not. Lubos et al. [36] identified
that visual perception has a larger effect on selection than
motor actions.

Fitts Law and 3D Pointing
Fitts’ law [19] is a widely used model for performance in
pointing tasks [54] and predicts movement time (MT). A
refined version, ISO 9241-411 [28], combines speed and accu-
racy into throughput to make the measurement less depen-
dent on user strategies. Throughput can be used to assess
performance differences between 3D pointing conditions
[37]. Yet, the original Fitts’ law formulation does not always
correctly describe the data [29, 53]. Thus, researchers have
proposed two-part models, such as the Shannon-Welford
formulation [53], which includes a second logarithmic term
to reflect a second process.
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2D Fitts’ law has been used to measure the difficulty of
3D pointing tasks [23, 32, 49]. However, the traditional 2D
formulation of Fitts’ law does not accurately predict 3Dmove-
ment times or throughput in stereo displays and previous
work adapted it. For example, Murata and Iwase [42] incorpo-
rated a parameter for the movement direction on a vertical
plane facing the user, i.e., only when all targets have the
same visual depth. Cha and Myung [13] added inclination
and azimuth angles to Fitts’ law. However, their work covers
only forward motions with an azimuth between 30° and 60°,
and −30° and −60° with physical targets. We extend their
work to covers straightforward and backwards motions and
a broader range of directions. Also, Cha and Myung [13]
did not incorporate the effect of stereo display deficiencies
in their work. While the angle between the 2D movement
direction and the target orientation on a screen has been
used to model 2D pointing movements [2, 22, 31], where the
depth of the target is irrelevant, here we model the effect
of the change in visual depth between 3D targets indepen-
dent of target orientation. A model for ray-based pointing
in 3D volumetric displays incorporates the angle between
the movement vector and the target width vector [21].

4 USER STUDY 1
This study aims to establish a baseline for virtual 3D target
selection at different visual depth using virtual hand tech-
niques, to understand how the visual depth and the distance
from the screen affect 3D selection.

Figure 1: Side and back view of the experimental setting for
study 1 with a close-up of the input device. Users select vir-
tual targets in front of the screen by moving the wand to
them and clicking a button. Movements were either along
the view direction or lateral. The yellow spheres show exem-
plary targets positions, and the smaller green one the virtual
cursor above the wand.

Methodology
Participants: We recruited 12 paid participants from the com-
munity (50% female). 42% of them were between 20 and 24
years old, 34% 25-29 years, 16% less than 19 and 8% 35-39
years old. All participants measured normal when tested
for stereo viewing capability and used their dominant hand
for the task. All of them were familiar with interactive 3D

content, typically through 3D video games, 67% played be-
tween 0-5 hours/week, 8% 5-10 hours, 8% 10-20 hours, and
17% played more than 20 hours. A quarter was familiar with
3D CAD systems.

Apparatus: We used a 3.60 GHz Windows PC, Unity3D, a
Nvidia GTX970, and an 85" stereo Samsung TV at 3840x2160.
The 3D scene consisted of an open VE with no additional
pictorial depth cues to ensure that external cues, such as shad-
ows, could not be used to estimate target positions. We used
eight 250Hz OptiTrack cameras calibrated to sub-millimetre
precision for 3D tracking of the head and handheld wand
(Figure 1). The virtual cursor, shown as a green 1 cm sphere,
followed the 3D wand position. We placed this cursor 2 cm
above the wand tip to avoid diplopia with the real wand. The
task required users to intersect targets with the virtual cursor
and to select them with a wand button click. We did not ad-
just for individual interocular distance (IPD) but did take mo-
tion parallax through head tracking into account. The stereo
glasses afford a relatively wide FOV (approx. 120°horizontal).
End-to-end system latency was ∼140 ms.
We used the TV’s 120Hz stereo capabilities with the in-

cluded active shutter 3D glasses to show the targets outside
the screen. Targets were two yellow spheres placed at spe-
cific distances from the user. All targets were displayed at
eye height for each participant (Figure 1): a pair centred in
front of the viewer, but with different visual depths (α = 0°,
180°), and a pair in the lateral direction with the same visual
depths but different positions (α = -90°, 90°). Target depth
was measured relative to the screen. When intersected by
the virtual cursor, targets highlighted. Users only interacted
with a single pair of targets at any given time. The current
target was visible, while the inactive target was invisible.
Upon selection, the two targets alternated. Users performed
a constant number of selections for a given target separation,
but depending on the movement direction, the visual depth
changed or stayed the same.
Procedure: First, participants were tested to see if they

could merge stereo targets correctly. Then participants were
seated at the middle of the screen behind the table to keep
their body parallel to the TV (Figure 1). Participants sat 75
cm away from the screen in a school chair (no swivel or
casters). They used their dominant hand to perform the task.
Target distances were between 40 and 70 cm from the user,
i.e., between 5 and 35 cm from the screen. Participants were
instructed only to move their arm while keeping their head
and body in (about) the same position to keep the view direc-
tion mostly constant. The visual target height was matched
to each participants’ eye-level to eliminate the effect of ver-
tical disparity. Then, they were instructed on the task and
encouraged to practice until they felt comfortable with it.
During training, the target shape was different from the one
in the actual experiment.
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The task was a 3D version of an ISO 9241-411 task [28],
with targets positioned along a single axis. Users had to select
the two 3D targets reciprocally. At the beginning of each task,
participants saw a yellow (target) sphere floating in front of
them and the green sphere for the virtual cursor at the wand.
Participants were asked to alternate between selecting the
targets as quickly and accurately as possible. We emphasized
that movements have to be continuous between targets until
they saw a resting prompt, which occurred between changes
of movement axes. If they missed a target, participants had
to continue to the next one. If a part of the virtual cursor
was inside the target when participants clicked the wand
button, we recorded a successful selection; otherwise, a miss.
They had to select a specific number of targets (11) for each
combination of size and distance, i.e., a set. The distance
between targets and their size changed randomly, selected
without replacement from the available options. Once they
did all sets for a movement direction, the task changed to
the other direction, counterbalanced across all participants.

Design
The study used a 4x3x3 within-subjects design. The indepen-
dent variables were movement direction (α = -90°- 90°, and 0°-
180°), target separations (10, 20, and 30 cm) and sizes (1.5, 2.5,
and 3.5 cm). Overall, participants saw the targets at seven
different visual depths. Average target size is approximately
constant between changes in movement direction. Depen-
dent variables were movement time (milliseconds, ms), error
rate (percentage of missed targets), and throughput (bits per
second, bps). Per target ID 11 trials were recorded. Across all
distances and sizes, we used 9 distinct IDs from 1.94 to 4.39
bits. Each participant completed 3 repetitions for each ID,
for a total of 594 trials (3 x 11 x 9 x 2). Across all participants,
we recorded a total of 7128 trials.

Results
The results were analyzed using repeated measures ANOVA
with α = 0.05. Initially, we attempted to remove outliers.
Yet, a 3σ criterion removed mostly data for view direction
movements. Because the targets in the view direction are
likely more affected by stereo deficiencies, we decided only
to exclude double-clicks (2.4% of the data). As the data was
not normally distributed we tried a log transform, but this
did not lead to a normal distribution. We believe that the
shape of the distribution of our data might be a side effect of
the stereo display deficiencies. Thus, we picked the Aligned
Rank Transform (ART) [62] to transform our data before
the ANOVA. We followed ART instructions do compare the
means. For cases with interactions we used an interaction
contrast as recommended by ART to compare the means. For
cases without interactions between factors, the means were
analyzed using the Tukey Kramer test. Statistical results are

reported in Table 1, with *** for p < 0.001, ** p < 0.01, *
p < 0.05, and n.s . not significant

Movement time:Overall, there was a significant main effect
of direction on movement time (MT ), (Figure 2.1.1). Average
MTs for movements in the lateral directionwere significantly
faster than for the view direction. A post-hoc test found two
different groups: α = (0°, 180°) and (90°, −90°).
Error Rate: There was a significant main effect between

movement directions on error rate (Figure 2.1.2). The error
rate for movements in the right lateral direction was signifi-
cantly lower than for left or back and forth movements.
Throughput: (Effective) throughput was computed using

the ISO 9241-411 method adapted for 3D motions. There was
a significant effect of movement direction on throughput.
All directions were significantly different (Figure 2.1.3).

Movement Path: We also analyzed the movement paths us-
ing target re-entry events (Figure 2.1.4), speed, ballistic and
correction times. Both ballistic and correction times were
calculated using Nieuwenhuizen’s method [44]. There was
a significant main effect of movement direction on all mea-
sures (Table 1). Both movement directions are significantly
different for target-reentry and ballistic time, with lateral
movements (α = 90°, −90°) being "superior" in all measures
than in the view direction (α = 0°, 180°). For speed and cor-
rection time (α = 0°, 90°, −90°) were different from (α = 180°).

Table 1: User study 1 statistical results.

Mov. Direction ID Mov. Direction X ID
Measure F (3, 33) p F (8, 88) p F (24, 264) p

Movement Time 65.5 *** 57.9 *** 2.6 n.s.
Error Rate 4.9 ** 3.2 ** 1.7 n.s.
Throughput 28.7 *** 5.2 *** 1.3 n.s.

Target Re-entry 272.2 *** 16.6 *** 2.5 n.s.
Speed 11.35 *** 346.4 *** 3.1 *

Ballistic Time 33.9 *** 27.9 *** 2.1 n.s.
Correction Time 10.2 * 49.6 *** 1.7 n.s.

Discussion
Lateral movements had noticeable better performance than
those in the view direction. For lateral movements, MT vs.
ID has the same slope, while for movements in the view
direction it has not (Figure 3a). Using effective ID (IDe’s)
yields the same result, which provides further support. This
effect is also visible in the throughput measure, where move-
ments in the view direction have consistently about 20%
fewer bps than lateral ones. When analyzing the movement
paths, movements in the lateral direction follow previously
identified patterns [44]. Yet, the post-hoc test on correction
time shows that movements towards the user in the view di-
rection have a much-extended correction phase, which could
be interpreted as evidence for participants not being able
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Figure 2: Study 1 and 2 results and comparison, with 95% CIs. (1) Movement Time, (2) Error Rate, (3) Throughput and (4) Target
Re-entry. Comparison between matching conditions from study 1 and 2 are shown in (3.1) movement time, (3.2) throughput,
and (3.3) movement time vs target depth change.

to perceive depth well, likely due to stereo display deficien-
cies (Figure 3b). Observations during the experiment also
confirm that for movements in the view direction, partici-
pants sometimes made gross depth-estimation errors. Only
after they identified their error, they started a second sub-
movement to reach the correct position. We identified such
behaviours in the data, as for depth movements 15% of the
correction phases had a high speed (more than 20% of max-
imum). In contrast, only 6% of the lateral movements had
such high-speed corrections. This effect is also evident in the
Tukey-Kramer result for target re-entry, where all movement
directions are in different groups. These findings support
hypothesis H1, as selecting targets with similar IDs but in
different movement directions exhibit different performance,
and the gap increases with higher IDs.

Our results establish that a change in visual depth between
targets affects user performance, as performance for move-
ments in the view direction was worse than for lateral move-
ments. Our results not only quantify this effect concerning
movement time but also regarding error rate and throughput.
Kopper et al.’s work on virtual ray techniques [31] showed
that the target’s angular size affects performance. Yet, while
targets at different visual depths have different perceptual
size, our observed differences (25% slower for depth move-
ments) are well beyond any effect that can be explained
through visual size differences alone (9%). On the other hand,
the difference could be explained through human vision char-
acteristics. Suryakumar et al. [56] found that (in the absence
of accommodative cues) "pure" vergence times increase no-
tably with vergence angle. For our vergence angles (0.6°, 1.3°,
and 2°) they measured roughly 200 ms to 350 ms to verge
in ideal conditions. In our study, we observe an average dif-
ference of 380 ms between movement directions across all

IDs, which is at the upper end of this range. While this is not
conclusive, their results can explain a substantial part of the
effect. Overall, these results support our hypothesis H1, that
stereo display deficiencies affect selection performance.

Figure 3: (a) MT vs. ID, (b) Typical lateral movement and ex-
emplary second sub-movement in the view direction.

5 USER STUDY 2
Previous studies have identified that distance estimation for
physical targets is better than for virtual targets [16, 34].
Thus, the objective of this study is to establish a baseline
for physical 3D target selection at different visual depths in
different movement directions. We also wanted to identify if
the effects found in study 1 generalize to all 3D selections
or are related to stereo display deficiencies. For this, we
presented real targets at the same movement directions as
study 1: a lateral pair (α = −90°, 90°) and one in the view
direction (α = 0°, 180°). Due to mechanical restrictions, all
conditions in this study had the same separation distance
(30 cm) between targets, which matched one of the distances
used in study 1. In effect, this study replicates a subset of
study 1 in a physical setting.
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Figure 4: Side and back view of the physical prototype with
a close-up of the targets. Users select targets by moving the
top of the wand into the sphere indicated by the wire half-
circle and clicking a button. Movements were either along
the view direction (α = 0°, 180°) or lateral (α = −90°, 90°).

Methodology
Participants: We recruited 12 new paid participants from
the university community (59% female). 59% of the partic-
ipants were between 20 and 24 years old, 17% 25-29 years,
8% less than 19, 8% 30-34 years, and 8% 35-39 years old. All
participants measured normal when tested for their stereo
viewing capability and used their dominant hand. All par-
ticipants were familiar with interactive 3D content, most of
them in the form of 3D video games, 75% played between
0-5 hours/week, 17% 5-10 hours, and 8% 10-20 hours/week.
17% of participants were familiar with 3D CAD systems.

Apparatus:We built a custom physical prototype (Figure 4)
for the experiment, which mimics a subset of study 1 tar-
get sets. The prototype used two Behringer X32 motorized
faders controlled by an Arduino Uno, with a top speed of
0.43 mm/ms. A core goal was to avoid obscuring one target
with another, especially for movements in the view direction.
The current target was made visible by being raised, while
the inactive target was hidden by being lowered into the box
at top speed. Upon selection, the two targets alternated. The
distance between the two targets was 30 cm, and target size
changed depending on the condition. The target shape was
a half-circle made with wire that users could move through
with the wand. We chose an open shape, as pilots with solid
spheres revealed contact-based pointing strategies that are
not comparable to the movements in study 1. To highlight
selection, a LED turned on when the pointing device was
inside the target sphere implied by the half-circular wire. We
used the same tracking cameras and wand pointing device
as in study 1, and selection was again indicated by pressing
the wand button.

Procedure: The procedure was the same as in study 1, with
matching target distances and relative positions. We again
adapted the vertical position of the apparatus so that targets
were at the participant’s eye-level. The taskwas also the same
as in study 1, with the exception that the distance between
targets did not change. The experimenter physically changed
the size of the targets, depending on the condition. The target

size was selected without replacement from the available op-
tions and the first movement direction was counterbalanced
across participants. At the beginning of each trial, partici-
pants saw a curved wire which indicated the shape of the
target sphere. Participants were asked to select the target as
quickly and accurately as possible by moving the wand top
inside that sphere. The tip of the wand was a sphere of 1 cm,
similar to the virtual cursor. Instructions again emphasized
that the movement had to be continuous from target to target
until they saw a 60 second resting prompt. The movement
direction was changed after the whole set by rotating the
apparatus to enable participants to perform trials with the
other direction.

Design
The study used a 2x3 within-subjects design. The indepen-
dent variables were movement direction (α = −90° - 90°, and
α = 0° - 180°) and target size (1.5, 2.5, and 3.5 cm). Over-
all, participants saw targets at three different visual depths.
The dependent variables were movement time (ms), error
rate (percentage of targets missed), and throughput (bps).
We recorded 11 trials per target ID. We used 3 distinct IDs
between 3.38 and 4.52 bits. Each participant completed 3
repetitions of each ID, for a total of 198 trials (3 x 11 x 2 x 3).
Across all participants, we recorded a total of 2376 trials.

Results
Data was not normally distributed. We did not remove out-
liers inMT and error distance, as this would have removed
mostly data in the view direction. Thus, we only removed
double-clicks (5.4%). We excluded one participant due to me-
chanical problems. After being ranked by ART, the results
were analyzed using repeated measures ANOVA with α =
0.05. We used the same procedure as study 1 to compare
means. Statistical results are reported in Table 2, with *** for
p < 0.001, * p < 0.05, and n.s . not significant.

Movement time: There was a significant main effect of
movement direction onMT (Figure 2.2.1). Both lateral move-
ments were significantly slower than those in the view direc-
tion. A post-hoc comparison found a significant difference
in times between α = (0°, 180°) and the other 2 directions.
Error Rate: There was no significant main effect between

movement types on error rate (Figure 2.2.2).
Throughput: There was a significant effect of movement

direction on throughput (Figure 2.2.3). Throughput for the
lateral direction was significantly lower than for the view di-
rection. A post-hoc comparison found a significant difference
between two groups: α = (0°, 180°) vs. α = (−90°, 90°).
Movement Path: There was a significant effect of move-

ment direction on target re-entry (Figure 2.2.4) and correc-
tion time. Speed and ballistic time were not significant. For
correction time view direction movements (α = 0°, 180°) were
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statistically different from lateral ones (α = −90°, 90°). For
target re-entry (α = 0°) is different from (α = −90°, 90°), and
(α = 180°) is different from (α = 90°).

Table 2: User study 2 statistical results.

Mov. Direction ID Mov. Dir X ID
Measure F (3, 30) p F (2, 20) p F (6, 60) p

Movement Time 15.4 *** 29.3 *** 3.5 *
Error Rate 1.58 n.s. 14.3 *** 1.03 n.s.
Throughput 14.5 *** 4.1 * 0.19 n.s.

Target Re-entry 4.7 * 2.4 n.s. 1.2 n.s.
Speed 0.75 n.s. 2.4 n.s. 1.0 n.s.

Ballistic Time 0.6 n.s. 9.4 ** 0.4 n.s.
Correction Time 15.8 *** 62.5 *** 3.6 *

Discussions

Figure 5: (a) Fitts’ lawModel formovement directions. (b) Ex-
amples of a single pathmovements for the same participant
in the same condition:movement in the lateral direction and
in the view direction

Lateral movements had noticeably worse performance than
in the view direction (Figure 5a). The same analysis using
effective ID’s (IDe’s) yields the same result, which supports
this finding. This effect is also visible in the throughput mea-
sure, where lateral movements have consistently about 14%
fewer bps than movements in the view direction. Analyzing
the movement paths (Figure 5b), we found that movements
both in the view and in the lateral direction follow standard
patterns [44]. Also, only 2% of both lateral and depth move-
ments had correction phases with speed higher than 20%
of the maximum. We see this as evidence that the absence
of stereo display deficiencies makes it easier to select real
targets, regardless of the movement direction. The Tukey-
Kramer test for re-entry showed that movements away from
the user are different from all the other movements, but that
movements towards the user are similar to left movements.
These findings support hypothesis H1, as the effect of move-
ment direction is less pronounced for real targets, where
there are no stereo deficiencies. These findings also support
H2, as the difference between movement directions is smaller
than in experiment 1. Biomechanical factors can explain the

asymmetry between lateral movements for selecting a tar-
get that is about −60° vs. 60° relative to the view direction
[55] and by the hemispheric asymmetry for right and left
side movements [61]. Yet, this effect is small (and not large
enough to include in our model).

6 STUDY 1 & 2 COMPARISION AND 3D FITTS’
LAWMODEL

To better understand how stereo display deficiencies affect
3D pointing, we compared the results of studies 1 and 2. Due
to mechanical restrictions, study 2 only evaluated a single
distance. Thus, we limited study 1 results in the following to
the same target separation, 30 cm, as in study 2. Analysis of
this limited data from study 1 still shows the same significant
results as the full data. Given that the statistical results across
matching conditions in the two studies come out in opposite
ways and that lateral movements match closely (1123 ms for
virtual movements vs 1148 ms for physical movements), we
believe we can rule out either latency or resolution as a pri-
mary explanation. Also, we ruled out diplopia as a potential
issue for targets between 30 and 70 cm from the user through
early pilots. If there was a strong effect of the fixed IPD on
the depth perception, one could expect a notable difference
between study 1 and 2 for the lateral condition. As we did
not observe such a difference, we believe that the fixed IPD
did not notably bias our results.
Based on the significant effect of depth movements in

study 1, we believe that stereo deficiencies, especially the
vergence-accommodation conflict, are the likeliest cause for
our observations. There is on average a 560 ms difference
between the physical and virtual conditions in the view direc-
tion. Suryakumar et al. [56] compared pure vergence move-
ments with disparity with vergence-accommodation move-
ments without disparity and identified a trend where pure
vergence movements with disparity take 50 ms longer. Our
difference is much larger, but together with the fact that
depth perception is impacted negatively on stereoscopic 3D
displays [26, 30, 60], we see that as an indication that the
fundamental interaction (vision-action) loop for pointing is
impacted, too. The longer and faster corrections are another
indication for this.

When comparing movement times across matching study
conditions, study 2 movement times are statistically faster
(µ = 1010ms , σ = 600) than in study 1 (µ = 1290ms, σ =600)
for both directions (Figure 2.3.1). The speed difference be-
tween virtual and physical selection is 19%, which roughly
matches the 12% found in previous work [20]. Nieuwenhuize,
et al.’s [44] results also support ours. Extending their work,
we identify that the difference also exists regarding through-
put (physical = 5.85bps vs. virtual = 4.12bps) (Figure 2.3.2).
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The difference betweenmovement directions between experi-
ments is also statistically significant (F3,63 = 52.5, p < 0.0001),
which supports our H2.

Extending previous work [26, 55] we showed that stereo
display deficiencies affect performance for virtual hand point-
ing. A potential confound is the difference between full
sphere and half circle targets. Also, one could argue that
the participants in study 1 practiced more. Yet, even with
these potential advantages, study 2 participants were faster
and more accurate. We expect that for the same amount of
practice this effect would only increase. Still, we acknowl-
edge that physical pointing needs to be explored in more
depth for complete proof, especially for different target dis-
tances. For themovement paths (Figures 3b and 5b), we found
that in stereo display systems only movements in the view
direction exhibit longer initial phases followed by longer or
faster corrections. For all other movements (including the
lateral ones in study 1), movement paths conform to rapid
aimed movements. Our results are also supported by previ-
ous work that found that movement kinematics in the initial
movement phase are similar between physical and virtual
targeting in stereo displays [20]. The post-hoc analysis of
the movement paths that identifies a significant difference
between movement directions further strengthens these re-
sults. In summary, our results support our hypotheses as
follows:

• H1: the change in visual depth between targets with
stereo displays affects 3D virtual hand pointing per-
formance negatively. Supported

• H2: the deficiencies of stereo display systems increase
the effect of the change in target depth for virtual hand
pointing negatively. Supported

Based on these results, we propose a new 3D Fitts’ law model
for 3D virtual hand selection with stereo displays, where we
add a factor depending on the change of target depth (CTD).
We based our decision on the linear effect found in study
1 (r 2 = 0.96) and by Hong and Kang [26] for peri-personal
space pointing. This linear effect is also present in study
2 but is smaller and due to its smaller magnitude could be
explained there by biomechanical factors [3, 39, 43, 52] or
depth perception issues [14, 47], see Figure 2.3.3. Yet, for
study 1, the magnitude of the effect is (much) larger, which
points to potential additional causes for stereo displays. Also,
when fitting study 1 data with Fitts’ law, we see an r 2 of (only)
0.59, AIC = 243. Even with the Shannon-Welford model, we
see an r 2 of only 0.6, AIC = 253. The AIC score [1] has been
used to choose between pointing models, with a rejection
criterion for choosing among models of 10 pts as established
by Burnham et al. [12]. Thus, we hypothesize that adding
CTD into Fitts’ law to calculate movement time will better

predict performance and propose the following model:

MT = a + b ∗ ID + c ∗CTD (2)

Where a, b, and c are arbitrary constants to be determined
through linear regression and ID, CTD are the index of dif-
ficulty and the change in target depth, respectively. CTD is
measured in centimetres.MT = 389.2 + 237.8 ∗ ID + 15.74 ∗
CTD models study 1 data well (r 2 = 0.94, AIC = 205). Con-
sider that, after the multiplications, the magnitude of the
last two terms is similar, which explains the improved fit for
our new model. We recognize that adding a term (inside or
outside of the ID) can create problems with units. Yet, we
have not been able to identify a more elegant solution that
matches our data.

7 USER STUDY 3
This study measures 3D target selection performance for
a more comprehensive range of changes of target depths
(CTDs) and movement directions. For this, we arranged
targets in a circle along the view direction, which yields
different visual depths for each target and lets us measure
the effect of the CTD. This placement also requires a differ-
ent movement direction for each pair of targets, which is a
natural extension of the ISO task towards investigations of
depth-based movements.

Figure 6: (a) The different target positions in study 3. Move-
ments were back and forth between two opposite targets, as
in the ISO methodology (two example target pairs shown
with coloured arrows). Participants never saw this view;
they only saw the current and the next target, both at eye
level. (b) Top view of all targets binned into groups by depth
change depending on direction.

Methodology
Participants: We recruited a different set of 12 paid partic-
ipants from the local community (42% female). 58% were
between 20-24 years old, 25% 25-29 years, 8% 19 or younger,
and 9% 35-39 years old. All participants performed normally
when tested for their stereo viewing capability and used their
dominant hand to do the task. As with the other two experi-
ments, all our participants were familiar with interactive 3D
content, most of them in the form of 3D video games, 58%
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played between 0-5 hours/week, 25% 5-10 hours, and 17%
10-20 hours.

Apparatus: The hardware setup and procedure was identi-
cal to study 1. The software was modified to use a circle of 11
target positions, adjusted to be at the eye level of each partic-
ipant in a plane perpendicular to the screen (Figure 6a). The
11 targets were grouped into pairs, with each being part of
two pairs. This placement gives each target a different visual
depth, which then requires participants to both adapt to a
new target depth and to change the movement direction for
each new pair of targets (Figure 6b). Separating the targets
into pairs also lets us record separate data for every move-
ment direction and target distance, maintaining consistency
with study 1 and 2 and increasing internal validity. All the
targets in a circle were invisible, except for the current target
and the next target, which was 10% transparent. Based on
experience from a pilot, we chose to make the next target
partially visible, as this makes it easier to understand which
target pair needs to be selected.

Results

Figure 7: a) Movement Time, (b) Error Rate, (c) Throughput,
showing 95% CIs.

As the data was not normally distributed, we ranked data
through ART and analyzed the results using repeated mea-
sures ANOVA with α = 0.05. We excluded double-clicks (2%
of the data) but kept MT outliers for consistency with the
previous study analyses. Initially, we attempted to analyze
the data for each movement direction separately, but the
results were not easy to interpret. Yet, as the effect of the
change of target depth is our main interest, we transformed
our data into CTDs and binned them into buckets of 5 cm,
which yielded six distinct ranges. This transformation means
that not all IDs were part of a CTD, as a CTD depend on the
separation between targets and their angle. Statistical results
are reported in Table 3, with *** for p < 0.001, * p < 0.05,
and n.s . not significant.

Movement time: Overall there was a significant main effect
of CTD onMT (Figure 7a). Targets with smaller CTD were
significantly faster than targets with larger CTD. A post-hoc
comparison found a significant difference in MT between
the groups for 3 and 7.5 cm from all the other distances.

Error Rate: There was no significant main effect between
CTD on error rate (Figure 7b).
Throughput: There was a significant main effect of CTD

on throughput. Throughput for targets with smaller CTD
was significantly larger. A post-hoc test found two groups:
(3, 7.5, 12.5, 17.5, 22.5) and (17.5, 22.5, 27.5 cm) (Figure 7c).

Movement Path: There was a significant effect of CTD on
target re-entry, speed, ballistic and correction times. Tar-
get re-entry for targets with smaller CTD was significantly
higher than for targets with larger CTD. A post-hoc compar-
ison found a difference between 3 cm and the group of all
other distances. Both speed and ballistic time had a signifi-
cant effect. A post-hoc test on both measures yield the same
groupings: the two shortest CTDs (3, 7.5 cm) and all the other
CTDs. It also grouped the two middle CTDs (12.5, 17.5 cm)
and the two larger ones (22.5, 27.5 cm). Finally, correction
time for targets with lower CTD was significantly higher. A
post-hoc test identified two groups: (3, 7.5cm) and a group
of all other distances.

Table 3: User study 3 statistical results.

CTD ID
Measure F (5, 55) p F (8, 88) p

Movement Time 17.6 *** 37.8 ***
Error Rate 0.2 n.s. 5.9 ***
Throughput 3.3 ** 9 ***

Target Re-entry 13.3 *** 30.7 ***
Speed 91.5 *** 135.8 ***

Ballistic Time 22.6 *** 29.9 ***
Correction Time 6.4 *** 18.4 ***

Discussion
Consistent with study 1 results, study 3 confirms that stereo
display deficiencies affect pointing performance negatively.
Both studies show that a change in target depth decreases
performance. In study 3, we found that movement time was
faster for targets with smaller changes in depth (3 and 7.5
cm) compared to larger changes (22.5 and 27.5 cm). Lateral
movements also influenced performance, but we attribute
this (small effect) again to biomechanics [3, 39]. The overall
effect is smaller than in study 1, and we argue that this
is due to the gradual change in the target depth of target
pairs during the task sequence. Our results extend previous
findings that changing target depth reduces performance
with ray-pointing [59] towards virtual hand-based pointing.

We fit the data with our proposed model and foundMT =
167.6+273.5∗ ID+3.35∗CTD, with r 2 = 0.98,AIC = 344. Re-
gression analysis showed that ID and CTD had a significant
effect on the predictability of MT (p < 0.0001). To evalu-
ate our new model, we compared it against four previously
proposed models, see Table 4: Fitts’ law, Shannon-Welford,
Cha-Myung, and an inclination angle-based model. For the
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last one, we evaluated only the range 0 and ±90°, which
loosely corresponds to the range of directions they exam-
ined. We conclude that our new model predicts the data
better than any other one. Table 4. Model fits: r 2 (higher is
better) and AIC scores (lower is better). The best results are
highlighted.

r 2 AIC
Fitts’ Model [18] 0.96 359

Shannon-Welford Model [53] 0.96 361
Inclination angle model [42] 0.92 1268
Cha-Myung model [13] 0.93 2676

Our CTD Model 0.98 344

8 GENERAL DISCUSSION
We analyzed virtual target pointing performance in study
1 and compared movements with a change in visual depth
with those with no change. We found that movement time is
significantly longer for movements with a change in visual
depth. In contrast, the results of study 2 identified the oppo-
site effect in a physical setting (Figure 2.3.1). These results
confirm our hypotheses H1 and H2 that stereo display defi-
ciencies affect 3D pointing performance. However, we could
not find that the distance to the screen affects pointing per-
formance. Still the vergence-accommodation conflict could
be the cause for the results on the largest depth differences.
The asymmetry found in lateral movements with no change
in depth might be attributable to biomechanical causes. In
both study 1 and 2 re-entries for lateral movements were
higher than for the depth movements. In conjunction with
the movement paths analysis, this led us to believe that our
participants used two different strategies for the task. For
lateral movements, they used a fast, metronomic movement,
with potential overshoot behaviours. In contrast, participants
tried to select the target directly for depth movements and
were more careful, as is visible in error rates (Figure 2.1.3).
This effect was stronger in study 1, where we identified
significantly longer and higher-speed correction phases for
depth movements. We believe that this is caused by depth
perception issues, as also identified by the motion analysis.
We also proposed a new, extended 3D Fitts’ law model

for virtual hand pointing that includes the effect of stereo
deficiencies based on the change of visual depth between
targets. Even though the effect is less pronounced for smaller
changes in depth, study 3 supports our hypothesis H1. Yet,
we found a systematic and mostly linear inverse relationship
between target depth and movement time, until about 60 cm.
Beyond that performance drops, likely due to biomechanical
limitations, such as arm length (Figure 2.3.1). We expect these
effects to apply to all directions and changes of target depths
in peripersonal space for 3D selection with stereo displays.
Our results imply that it is possible to predict 3D virtual

hand pointing performance with a linear model. One could

argue that a model inversely proportional to distance might
be better, due to the properties of human depth perception
[14]. Yet, the limited reach of the human arm restricts the
distance range. Still, we see no strong non-linearity in our
data, and our new linear model fits the data quite well.
Our work extends Cha and Myung’s work [13] not only

through replication in common 3D stereo displays but also
by investigating "pure" depth movements and by quantify-
ing the effect of target depth changes. Our new extended
3D Fitts’ law model predicts the effect of a change in target
depth better than other alternatives. Our model could be
straightforwardly extended to include the effect of vertical
movements [42]. However, vertical movements are indepen-
dent of depth cue conflicts, and thus there was no strong
need to re-study this effect.

One might argue that a new Fitts’ law model is not needed
for stereo displays, a specific technology, and that it might
complicate future research by fragmenting the space [15].
Yet, with the prevalent use of stereoscopic displays in current
VR and AR systems, a model is important, also because it
enables user interface designers to predict the performance
of future 3D interfaces. Overall, we suggest an adaptation
of our new extended 3D Fitts’ law model for all work that
involves modelling 3D pointing performance in stereoscopic
display systems with virtual hand selection techniques.

9 RECOMMENDATIONS FOR 3D USER INTERFACE
DESIGN

Based on our results, we present several recommendations
for 3D user interface design for systems that use stereo dis-
plays with virtual hand techniques:

• The "best" working distance for direct interaction in
stereo displays is between 50 and 65 cm from the user.
In study 1, users selected targets at this distance faster
than closer ones.

• Avoid having multiple interactive objects along the
same line of sight, as movements to reach them are
substantially slower. In study 1, we found that users
sometimes perform two correction phases for such
movements, which slows them down.

• Strong changes in target depth, of 20 cm or more,
should be avoided, as targeting motions are slower.
We identified evidence for this effect in study 1 and 3.

• Avoid targets close to the user’s eyes, as this position
reduces pointing performance and increases the likeli-
hood for motions along the line of sight.

• Targets on the dominant (typically right) side have
slightly, but not significantly, better performance than
on the other side, based on movement biomechanics.
We saw this in study 1 and 2.

CHI 2019 Paper  CHI 2019, May 4–9, 2019, Glasgow, Scotland, UK

Paper 207 Page 11



Based on our recommendations the best setting of objects
for user interfaces in a VE is to have them in a quasi-planar
arrangement facing the user about 50-65 cm away. Most
interactive objects should be off-center, either on the right
or left side. Our results thus further strengthen the design
guidelines proposed by Lubos et al. [36]. Finally, important
objects should be on the dominant side of the user.

10 CONCLUSIONS
We conducted three studies to investigate the effect of stereo
displays on 3D virtual hand pointing. Based on our results,
we identify that stereo display deficiencies negatively affect
virtual hand pointing, especially for movements in depth. We
also show that the change in target depth has a linear rela-
tionship with time for 3D pointing tasks with stereo display
systems (r 2 = 0.96). The results of our third study confirm
the effect of the change of target depth on performance with
3D virtual hand pointing techniques. We also introduced a
new 3D Fitts’ law model for virtual hand techniques with
stereo displays, which accounts for the effect of a change
in target depth and which explains observations better than
previous studies.
Our work successfully models virtual hand target selec-

tion performance in stereo displays. While it is the likeli-
est explanation, we cannot claim that we can prove that
the vergence-accommodation conflict is the cause of per-
formance loss for depth pointing. A completely different
apparatus, namely a stereo display system that can provide
correct vergence-accommodation cues, would be needed to
investigate this. We also acknowledge that the integration of
depth in the model needs to be revisited for larger distances.
We plan to pursue this direction in the future and also to run
experiments to investigate the issue in VR and AR headsets.
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